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Abstract

This paper investigates the indistinguishable points (difficult to predict label) in semantic segmentation for large-scale 3D point clouds. The indistinguishable points consist of those located in complex boundary, points with similar local textures but different categories, and points in isolate small hard areas, which largely harm the performance of 3D semantic segmentation. To address this challenge, we propose a novel Indistinguishable Area Focalization Network (IAF-Net), which select indistinguishable points adaptively by utilizing the hierarchical semantic features and enhance fine-grained features for points especially those indistinguishable points. We also introduce multi-stage loss to improve the feature representation in a progressive way. Moreover, in order to analyze the segmentation performances of indistinguishable areas, we propose a new evaluation metric called Indistinguishable Points Based Metric (IPBM). Our IAF-Net achieves the comparable results with state-of-the-art performance on several popular 3D point cloud datasets e.g. S3DIS and ScanNet, and clearly outperform other methods on IPBM. Our code will be available at https://github.com/MingyeXu/IAF-Net

1 Introduction

Deep learning on point cloud analysis has been attracting more and more attention recently. Among the tasks of point cloud analysis, efficient semantic segmentation of large-scale 3D point cloud is a challenging task with huge applications (Rusu et al. 2008; Chen et al. 2017; Chen et al. 2020). A key challenge is that 3D point cloud semantic segmentation relies on unstructured data which is typically irregularly sampled and unordered. Due to the complexity of large-scale 3D point cloud, this task also requires the understanding of the fine-grained details for each point.

For point cloud semantic segmentation, there exist some areas which are hard to be segmented, and we name these areas as “indistinguishable” areas. In order to analyze the image semantic segmentation results in detail, (Li et al. 2017) divide pixels into different difficulty levels. Inspired by (Li et al. 2017), we can also categorize these “indistinguishable” areas into three types (Figure 1): The first type is called complex boundary areas (orange areas in Figure 1) which belong to the boundary points (object boundaries and prediction boundaries). In most cases, it is difficult to identify the boundaries between different objects accurately. Because the features of each point are characterized by the information of local regions, the predictions of the boundary points will be over smooth between objects of different categories which are close in Euclidean space. The second type is named confusing interior areas (cyan areas in Figure 1) which contains interior points from objects of different categories with similar textures and geometric structures. For example, door and wall have similar appearance which are almost flat and share similar colors. Even for human being, it is hard to identify part of door and wall accurately in these cases. The last type is called isolate small areas (yellow areas in Figure 1), which are scattered and hard to be predicted. In addition, objects in the scenes would not be fully captured by the devices because of the occlusion. All of the challenges mentioned above hinder the accuracy of semantic segmentation of 3D point cloud. As far as we know, these “indistinguishable” points are not deeply explored in most of the previous methods (Jiang et al. 2018; Yang et al. 2019) on point cloud semantic segmentation task.

To improve the segmentation performance on indistinguishable points mentioned above, we design an efficient neural network which is able to enhance the features of points especially indistinguishable points. However, this task has two challenges to be addressed: 1) How to discover indistinguishable points adaptively in the training process;

![Figure 1: Three types of the indistinguishable areas.](image-url)
2) How to enhance the features of these points. To this end, we propose a new module called Indistinguishable Areas Focalization (IAF) which can adaptively select indistinguishable points considering hierarchical semantic features. To enhance the features of indistinguishable points, IAF module firstly acquire the fine-grained features and high-level semantic features of indistinguishable points, then enhance the features through an nonlocal operation between these points and the corresponding whole point set. Furthermore, we introduce a multi-stage loss function $L_{ms}$ to strengthen the feature descriptions of corresponding points in each layer. In this way, we can capture the features in a more progressive manner, which guarantee the accuracy of features in each layer.

Mean IoU (m-IoU) and Overall Accuracy (OA) are two widely-used evaluation metrics of 3D semantic segmentation. OA describes the average degree of accuracy which ignores the various distribution of different categories of objects. m-IoU can reflect the accuracy of model on the identification of each category independently. Under certain circumstances (Figure 2 shows), the visualizations of two predictions with similar m-IoU can be totally different in details. In order to cooperate with the indistinguishable points’ partitions and to provide a supplementary metric for OA and m-IoU, we propose a novel evaluation metric named Indistinguishable Points Based Metric (IPBM). This evaluation metric focuses on different types of indistinguishable areas. With this evaluation metric, we can evaluate the effectiveness of segmentation methods more objectively and more granularly. It has a certain contribution to the segmentation task evaluation in the future.

The main contributions are summarized as follows,

- We propose the Indistinguishable Areas Focalization (IAF) module which can select indistinguishable points adaptively and enhance the features of each point.
- We utilize the multi-stage loss to strengthen feature descriptions in each layer, which guarantees the features can represent points more accurately in a progressive way.
- Our method achieves the comparable performances with state-of-the-art methods on several popular datasets for 3D point cloud semantic segmentation.
- We introduce Indistinguishable Points Based Metric (IPBM) which focuses on the performances of segmentation methods on different types of indistinguishable areas.

### 2 Related Work

**Point-Based Networks.** Point-based networks work on irregular point clouds directly. Inspired by PointNet (Charles et al. 2017) and PointNet++ (Qi et al. 2017b), many recent works (Hu et al. 2020; Han et al. 2020; Zhang, Hua, and Yeung 2019; Xu, Zhou, and Qiao 2020; Wu, Qi, and Fuxin 2019) propose different kinds of modules based on pointwise MLP. ShellNet (Zhang, Hua, and Yeung 2019) introduce ShellConv which can allow efficient neighbor point query simultaneously and resolve point order ambiguity by defining a convolution order from inner to the outer shells on a concentric spherical domain. RandLANet (Hu et al. 2020) utilize a local feature aggregation module to automatically preserve complex local structures by progressively increasing the receptive field for each point. Some works construct novel and efficient point convolutions. A-CNN (Komarichev, Zhong, and Hua 2019) propose a multi-level hierarchical annular convolution which can set arbitrary kernel sizes on each local ring-shaped domain to better capture shape details. KPConv (Thomas et al. 2019) apply a new convolution based operator which uses a set of kernel points to define the area where each kernel weight is applied. However, most methods do not consider the indistinguishable points on point cloud semantic segmentation task specially. By contrast, we propose a novel IAF module which enhances the features of points, especially points in the indistinguishable areas. IAF module in each layer uses a specially designed points selection operation to mine the indistinguishable points adaptively and applies the nonlocal operation to fuse the features between indistinguishable points and corresponding whole point set in each layer. Multi-stage loss is conducive to abstracting representative features in a progressive way.

**Local-Nonlocal Mechanism.** Nonlocal mechanisms have been applied to various tasks of computer vision (Yan et al. 2020; Cao et al. 2019). The pioneer work Nonlocal (Wang et al. 2018b) in video classification present non-local operations as an efficient, simple and generic component for capturing long range dependencies with deep neural networks. It computes the response at a position as a weighted sum of the features at all positions in the input feature maps. Point2Node (Han et al. 2020) utilize both local and non-local operations to dynamically explore the correlation among all graph nodes from different levels and adaptively aggregate the learned features. Local correlation and non-local correlation are used in a serial way which largely enhances nodes characteristic from different scale correlation learning. To apply the local and non-local mechanism in a targeted way, we use the non-local operation to fuse the features of different layers, which help to enhance the features of indistinguishable points. Moreover, the local features in our network are enhanced by using the multi-stage loss progressively.

### 3 Method

We denote the point cloud as $P = \{ p_i \in \mathbb{R}^{3+d}, i = 1, 2, ..., N \}$, where $N$ is the number of points and $3 + d$ denotes the xyz-dimension and additional properties, such
as colors, normal vectors. Like previous works, our IAF-Net mainly consists of encoder and decoder modules which are shown in Figure 3. We will show the details of each part in the following subsections.

3.1 Encoder Module: Geometry Based Attention Aggregation

This subsection describes the encoder module GBAA (Geometry Based Attention Aggregation) of our network architecture. As Figure 4 shows, the GBAA module is constituted of local feature aggregation and attentive pooling operations.

Local Feature Aggregation

In order to get a better description of each point, we enhance the local features with eigenvalues at each point. We utilize KNN algorithm to get the K nearest neighbors of each point in Euclidean space. As introduced in (Xu, Zhou, and Qiao 2020), we use the coordinates of neighbors of point \( p_i \) to get eigenvalue-tuples denoted by \( (\lambda_1^i, \lambda_2^i, \lambda_3^i) \). The original input features of each point are denoted as \( x_i^0 \). For GBAA module in the l-th layer, we take original points \( P \) and output of last layer \( X^{l-1} \) as input. We choose the K-nearest neighbors in Euclidean space and eigenvalue space respectively for each point \( p_i \). Let \( \{p_{i1}, ..., p_{iK}\} \) be the K-nearest neighbors of \( p_i \) in Euclidean space, and their corresponding features are \( \{x_{i1}^{l-1}, ..., x_{iK}^{l-1}\} \). The features of K-nearest neighbors in eigenvalue space of point \( p_i \) are \( \{\lambda_{i1}, ..., \lambda_{iK}\} \). We define the local feature aggregation operation as \( g_{\Theta_i} : R^{2 \times (3+d)} \times R^{2 \times D_{l-1}} \rightarrow R^{D_l} \), where \( g_{\Theta_i} \) is a nonlinear function with a set of learnable parameters \( \Theta_i \), and \( D_{l-1}, D_l \) are dimension of output features of \( l \)-th and \((l-1)\)-th layer respectively. In our module, \( g_{\Theta_i} \) is a two-layer 2D-convolution. The local feature aggregation for each point is

\[
x_i^{\text{local},l} = g_{\Theta_i}((K_{k=1}^{K} (p_{ik} - p_i) \oplus p_i) \oplus x_{i1}^{l-1} \oplus x_{iK}^{l-1}).
\]

(1)

where \( 1 \leq i \leq N \), \( \oplus \) is concatenation and \( x_i^{\text{local},l} \in R^{K \times D_l} \), \( \| \) is the concatenation among \( K \) dimension.

Attentive Pooling

For each point \( p_i \), its local feature aggregation is \( x_i^{\text{local},l} \in R^{K \times D_l} \). Instead of max pooling or average pooling, we apply an attentive pooling to \( x_i^{\text{local},l} \).

\[
x_i^l = \sum_{k=1}^{K} g_{\Theta_i}^\theta (x_i^{\text{local},l}[k]) \cdot x_i^{\text{local},l}[k],
\]

(2)

where \( g_{\Theta_i}^\theta \) is a 1-layer 2D convolution.

Moreover, as Figure 3 shows, we utilize the local feature aggregation and attentive pooling to obtain features of each point from two different receptive fields in order to enhance the representation of each point. The receptive field depends on \( K \). We choose \( K_1 \) and \( K_2 \) nearest neighbors for feature aggregation and attentive pooling. Finally, we get the output of \( l \)-th layer which denoted as \( X^l = X_{K_1}^l \oplus X_{K_2}^l \).

3.2 Decoder Module: FP & IAF

This subsection elucidates the decoder module FP & IAF which is shown in Figure 5. For convenience, we use \( Y^l \) to represent the features of decoder module in the \( l \)-th layer. The decoder module contains two parts: feature propagation and indistinguishable areas focalization (IAF).

Feature Propagation

In encoder part, the original point set is sub-sampled. We adopt a hierarchical propagation strategy with distance based interpolation and across level skip links as (Qi et al. 2017b). In a feature propagation process, we propagate point features \( Y^l \in R^{N_l \times D_l} \) and label predictions \( Z^l \in R^{N_l \times C} \) to \( Y^l_{up} \in R^{N_{l-1} \times D_{l-1}} \) and \( Z^l_{up} \in R^{N_{l-1} \times C} \), where \( N_l \) and \( N_{l-1} \) are point set size of input and output of the \( l \)-th layer, \( C \) is the number of categories for semantic segmentation.

\[
y_{i,fp}^l = g_{\Phi_{l-1}}(y_{i,up}^l \oplus x_i^{l-1}).
\]

(3)

where \( g_{\Phi_{l-1}} \) is convolution operations with batch normalization and activate-function, \( x_i^{l-1} \) is the features from the encoder module in the \((l-1)\)-th layer.

Indistinguishable Areas Focalization

Indistinguishable points mining. In order to discover indistinguishable points adaptively in the training process, both low level geometric and high level semantic information can be used to mine these points. Local difference is the difference between each point and its neighbors. To a certain extent, local difference reflects the distinctiveness of each point which depend on low-level geometry, latent space and
Then we accumulate these local differences together: the features for indistinguishable points separately. Intermediate features and label predictions of the indistinguishable points set and the indistinguishable points set focalization.

We aggregate features in both eigenvalue space and Euclidean space, then use attentive pooling to generate the output feature of each point.

The input are point-wise coordinates, colors and features. In GBAA, we aggregate features in both eigenvalue and high-level semantic features. So we use local difference as a criterion of mining indistinguishable points. For each point \( p_i \), we get the \( K \)-nearest neighbors in Euclidean space, then we have the following local difference of each point in each layer:

\[
LD_1^i(p_i) = \sum_{k=1}^{K} ||p_i - p_{ik}||_2, \quad (4)
\]

\[
LD_2^i(p_i) = \sum_{k=1}^{K} ||z_{i,up}^{l-1} - z_{ik,up}^{l-1}||_2, \quad (5)
\]

\[
LD_3^i(p_i) = \sum_{k=1}^{K} ||y_{i,fp}^{l-1} - y_{ik,fp}^{l-1}||_2. \quad (6)
\]

Then we accumulate these local differences together:

\[
LD^i(p_i) = \sum_{j=1}^{3} \mu_j \times \frac{LD_j^i(p_i) - \min(LD_j^i(p))}{\max(LD_j^i(p)) - \min(LD_j^i(p))}. \quad (7)
\]

where \( 0 \leq \mu_j \leq 1 \).

\( LD^i \) indicates the accumulation of fine-grained features’ difference \( LD_3^i \) among each point’s local region, high-level semantic predictions’ local difference \( LD_2^i \) and low-level properties’ local difference \( LD_1^i \), where \( \{\mu_j\} \) is used to adjust the weight of these three local differences. We align the points in a descending order according to \( LD^i \), then choose top \( M_{l-1} = \frac{N_l - 1}{l} \) points as the indistinguishable points.

There are three types of points mentioned in Introduction as Figure 1, 5 shows. These indistinguishable points change dynamically as the network updates iteratively (Figure 6). It is noted that at the beginning of training, the indistinguishable points are distributed over the areas where the original properties (coordinates and colors) change rapidly. As the training process goes on, the indistinguishable points locate at the indistinguishable areas mentioned in the introduction.

**Indistinguishable points set focalization.** We aggregate intermediate features and label predictions of the indistinguishable points, then use the MLP (Hornik 1991) to extract the features for indistinguishable points separately.

\[
x_{j}^{l-1} = g_{\Omega l_{1}}^{1}(y_{j,fp}^{l-1} \otimes z_{j,up}^{l-1}) \in \mathbb{R}^{D_{l-1}}. \quad (8)
\]

where \( j \in M_{l-1} \) means that the points belong to the indistinguishable points set and \( g_{\Omega l_{1}}^{1} \) is MLP operations.

**Update nodes.** To enhance the features of points, especially the indistinguishable points, here we utilize the Non-Local mechanism to update the features of all points by the following equations and it can enhance the features of indistinguishable points implicitly.

\[
y_{i}^{l-1} = g_{\Omega l_{1}}^{3} \left( \sum_{j \in M_{l-1}} (g_{\Omega l_{1}}^{3}(x_{j}^{l-1}) \circ g_{\Omega l_{1}}^{4}(y_{i,fp}^{l-1})) \cdot g_{\Omega l_{1}}^{5}(y_{i,fp}^{l-1}) \right). \quad (9)
\]

where \( g_{\Omega l_{1}}^{2}, g_{\Omega l_{1}}^{3}, g_{\Omega l_{1}}^{4}, g_{\Omega l_{1}}^{5} \) are MLPs. Also, we have the label prediction probability \( z_{i}^{l-1} \) of point \( p_i \) in (l-1)-th layer.

\[
z_{i}^{l-1} = \text{Softmax}(g_{\Omega l_{1}}^{6}(y_{i}^{l-1}) \in \mathbb{R}^{C}). \quad (10)
\]

**3.3 Loss for Segmentation**

In order to progressively refine the features of indistinguishable areas, we apply the multi-stage loss as follows,

\[
L_{ms}^{l} = \text{CrossEntropy}(Z_{gt}^{l}, Z^{l}). \quad (11)
\]

where \( Z_{gt}^{l} \in \mathbb{R}^{N_l \times 1} \) is the ground truth points’ labels in l-th layer.

As the output of the last layer is \( y_{l}^{1} \), inspired by (Han et al., 2020), we use the self correlation, local correlation and non-local correlation operation to augment features of each point \( p_i \). Finally, we get features of each point \( p_i \) as the accumulation of three correlations’ outputs. The final loss for training is as follows:

\[
L_f = \sum_{l=1}^{5} L_{ms}^{l} + L_p. \quad (12)
\]
where the $L_P$ is the loss between final label predictions $Z$ and ground truth labels $Z_{gt}$.

## 3.4 Indistinguishable Points Based Metric

To better distinguish the effect of different methods in 3D semantic segmentation, we propose a novel evaluation metric named “Indistinguishable Points Based Metric” (IPBM). This evaluation metric focuses on the effectiveness of segmentation methods on the indistinguishable areas.

For the whole points $P = \{p_1, p_2, ..., p_N\}$, we have the predictions $\text{Pred} = \{z_i, 1 \leq i \leq N\}$ and ground truth labels $\text{Label} = \{z_{i,gt}, 1 \leq i \leq N\}$. Figure 7 shows the processing details of the IPBM. Firstly, for point $p_i$ satisfying the factor $z_i \neq z_{i,gt}$, its neighbors in Euclidean space are $\{z_{j}, 1 \leq j \leq K\}$. Then we denote the number of neighbor points that satisfy $z_{ik} \neq z_{ik,gt}$ as $m_i$ for each point $p_i$. Next, we divide interval [0, 1] (domain of $\frac{m_i}{K}$) into three partitions with endpoints as 0, $\zeta_1, \zeta_2, 1$.

We determine $\zeta_1 = 0.33, \zeta_2 = 0.66$ empirically by considering the curve in Figure 8. To be more specific, Figure 8 shows that the growth trend of number of points with value $\frac{m_i}{K}$ on S3DIS dataset. The curve can be divided into three partitions. From a large number of visualizations, we find that these three partitions roughly reflect the value distribution of the three types of indistinguishable areas. The examples of visualization under different choices of $\zeta_1, \zeta_2$ are shown in Figure 9.

Finally, we use $\frac{S_1}{N}$, $\frac{S_2}{N}$, $\frac{S_3}{N}$ as our new evaluation metric where $S_1, S_2, S_3$ are number of points in three types of indistinguishable areas. As Figure 9 shows, $\frac{S_1}{N}$ is used to evaluate the method’s performance on isolate small areas (colored yellow), $\frac{S_2}{N}$ is for complex boundary areas (colored orange), and $\frac{S_3}{N}$ is for confusing interior areas (colored cyan).

For a more comprehensive evaluation, three subsets of the point cloud are sampled for the above evaluation. As Figure 10 shows, they are original point cloud, category boundary point cloud and geometry boundary point cloud. The specific methods of subset point cloud acquisition is explained in the supplementary materials.

### 4 Experiments

#### 4.1 Experimental Evaluations on Benchmarks

**S3DIS Semantic Segmentation**

**Dataset.** The S3DIS (Armeni et al. 2016) dataset contains six sets of point cloud data from three different buildings (including 271 rooms). We follow (Boulch 2020) to prepare the dataset.

For training, we randomly select points in the considered point cloud, and extract all points in an infinite column centered on this point, where the column section is 2 meters. For each column, we randomly select 8192 points as the input points. During the testing, for a more systematic sampling of the space, we compute a 2D occupancy pixel map with pixel size 0.1 meters. Then, we consider each occupied cell as a center for a column (same for training). Finally, the output scores are aggregated (sum) at point level and points not seen by the network receive the label of its nearest neighbors. Following (Boulch 2020), we report the results under two settings: testing on Area 5 and 6-fold cross validation.

**Performance Comparison.** Table 1 and Table 3 show the quantitative results of different methods under two settings mentioned above, respectively. Our method achieves on-par performance with the SOTA methods. It is noted that some methods (Qi et al. 2017a; Zhao et al. 2019) use small column section (1 meter), and it may not contain enough holistic information. It will be more common to the situation which the column section cannot contain the whole object. By contrast, our method use IAF module to deal with the in-
distinguishable points specially and use big column section (2 meters) for getting more geometry information as the input. For the Area 5 evaluation, our method achieves the best performance except KPConv (Thomas et al. 2019), and get 2.01% higher result than Point2Node (Han et al. 2020). For the 6-fold evaluation, our method achieves comparable performance (70.3%) with the state-of-the-art method (Thomas et al. 2019). The parameters of KPConv is 14.9M, while our IAF-Net use less parameters (10.98M). Besides, we do not use voting test due to the large scale points in S3DIS, it takes a huge amount of computing resources and time.

### ScanNet Semantic Voxel Labeling

The ScanNet (Dai et al. 2017) dataset contains 1,513 scanned and reconstructed indoor scenes, split into 1,201/312 for training/testing. For the semantic voxel labeling task, 20 categories are used for evaluation and 1 class for free space. We followed the same data pre-processing strategies as with (Zhao et al. 2019), where points are uniformly sampled from scenes and are divided into blocks, each of size 1.5m×1.5m. During the training, 8,192 point samples are chosen, where no less than 2% voxels are occupied and at least 70% of the surface voxels have valid annotation. Points are sampled on-the-fly. All points in the testing set are used for evaluation and a smaller sampling stride of 0.5 between each pair of adjacent blocks is adopted during the testing. In the evaluation, overall semantic voxel labeling accuracy is adopted. For fair comparisons with the previous approaches, we do not use the RGB color information for training and testing. Table 4 shows the semantic voxel labeling results. Our method achieves comparable performance (85.8%) with the state-of-the-art methods on ScanNet dataset.

![Figure 10: Three subsets of the point cloud used for the evaluation on indistinguishable points based metric. The background is colored white.](image)

**Table 1**: Semantic segmentation results on S3DIS dataset evaluated on Area 5.

<table>
<thead>
<tr>
<th>Subsets</th>
<th>Methods</th>
<th>ISA (%)</th>
<th>CBA (%)</th>
<th>CIA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>category</td>
<td>PointWeb</td>
<td>1.48</td>
<td>2.83</td>
<td>9.38</td>
</tr>
<tr>
<td></td>
<td>KPConv</td>
<td>1.33</td>
<td>2.46</td>
<td>9.28</td>
</tr>
<tr>
<td></td>
<td>RandLANet</td>
<td>1.23</td>
<td>2.58</td>
<td>9.07</td>
</tr>
<tr>
<td></td>
<td>Ours(IAF-Net)</td>
<td>1.08</td>
<td>2.03</td>
<td>8.46</td>
</tr>
</tbody>
</table>

**Table 2**: Results on Indistinguishable Points Based Metric (IPBM). 'ISA': isolate small areas; 'CBA': complex boundary areas; 'CIA': confusing interior areas.

### 4.2 The Evaluation Results of IPBM

As we have described in Sec. 3.4, we propose a novel evaluation metric (IPBM) for distinguishing the effect of different methods. We compare our method with the state-of-the-art methods on S3DIS dataset (Area 5 evaluation), and we use the prediction of the methods to generate the results under the IPBM. The results are summarized in Table 2 with three settings: original point cloud, category boundary and geometry boundary which correspond to three subsets of Sec 3.3 (shown in Figure 10) respectively. All methods in Table 2 are reproduced by ourselves. Our method achieves the best performance under the settings of original point cloud and geometry boundary, and get comparable result with KPConv (Thomas et al. 2019) under the setting of category boundary.

### 5 Analysis

#### 5.1 Analysis on Indistinguishable Points Mining

In this section, we conduct a series of experiments on the hyperparameters in the indistinguishable points mining process. As Section 3.2 shows, \( L^D \) is the weighted sum of three local differences, where the weight factors is \( \{ \mu_1, \mu_2, \mu_3 \} \), then we choose top \( \frac{N}{3} \) points according to \( L^D \) as the indistinguishable points. The following experiments are tested on S3DIS dataset (Area 5 evaluation). The accumulation of local differences can be found in supplementary materials, and the proportion of the indistinguishable points in original points is introduced as follows.
Table 3: Semantic segmentation results on S3DIS dataset with 6-folds cross validation.

<table>
<thead>
<tr>
<th>Methods</th>
<th>OA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3DCNN (Bruna et al. 2013)</td>
<td>73.0</td>
</tr>
<tr>
<td>PointNet (Charles et al. 2017)</td>
<td>73.9</td>
</tr>
<tr>
<td>TCDP (Tatarchenko et al. 2018)</td>
<td>80.9</td>
</tr>
<tr>
<td>PointNet++ (Qi et al. 2017b)</td>
<td>84.5</td>
</tr>
<tr>
<td>PointCNN (Li et al. 2018)</td>
<td>85.1</td>
</tr>
<tr>
<td>A-CNN (Komarichev, Zhong, and Hua 2019)</td>
<td>85.4</td>
</tr>
<tr>
<td>PointWeb (Zhao et al. 2019)</td>
<td>Ours(IAF-Net)</td>
</tr>
</tbody>
</table>

Table 4: Results on ScanNet dataset.

<table>
<thead>
<tr>
<th>Ground Truth</th>
<th>RandLANet</th>
<th>PointWeb</th>
<th>IAFNet (Ours)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 11: Visual comparison of semantic segmentation results on S3DIS dataset. Best viewed in color and zoom in.

Proportion of the indistinguishable points in original points. In order to achieve the balance of indistinguishable points and original points. \( \tau \) is used to control the proportion of indistinguishable points in input points in each layer. As Figure 12 shows, when we set the proportion as 1:4, we get the best performance. When the proportion is too large, it will increase training difficulty of NonLocal mechanism and then degrade the performance. By contrast, when the proportion is too small, the indistinguishable points set may not cover all categories, because the indistinguishable points in different category may differ in degree.

5.2 Ablation Study

In this section, we conduct the following ablation studies for our network architecture. All ablated networks are tested on the Area 5 of S3DIS dataset. Table 5 shows the results.

Figure 12: Evaluation of the m-IoU when reducing the number of indistinguishable points.

(a) without IAF | m-IoU (%) |
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(b) without IAF &amp; replace attentive pooling</td>
<td>62.6</td>
</tr>
<tr>
<td>(c) without IAF &amp; replace attentive pooling &amp; without correlations</td>
<td>60.6</td>
</tr>
<tr>
<td>(d) without multi scale strategy of encoder</td>
<td>59.9</td>
</tr>
<tr>
<td>(e) The Full framework</td>
<td>59.2</td>
</tr>
</tbody>
</table>

Table 5: Ablation studies on S3DIS Area 5 validation based on our full network.

(a) Removing IAF module. This module is used to deal with the indistinguishable points specially. After removing IAF module, we directly feed the output features of feature propagation to the next module. (b) Removing IAF module and replacing the attentive pooling with max-pooling. The attentive pooling unit learns to automatically combine all local point features in a soft way. By comparison, the max-pooling tends to select or combine features in a hard way, and the performance may be degraded. (c) Based on (b), removing three correlations. (d) Removing multi scale strategy of encoder. For enhancing the point’s representation of encoder, we use multi scale strategy to obtain features from two different receptive fields. Instead, we use only one receptive field, and the performance is reduced as expected.

6 Conclusion

Our paper revolves around the indistinguishable points for semantic segmentation. Firstly, we make a qualitative analysis of the indistinguishable points. Then we present a novel framework IAF-Net which is based on IAF module and multi-stage loss. Besides, we propose a new evaluation metric (IBPM) to evaluate the three types of indistinguishable points respectively. Experimental results demonstrate the effectiveness and generalization ability of our method.
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